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Multilabel classification is quickly developing as an important technique for neuroimaging meta-analyses. In contrast to standard binary/multiclass problems, each multilabel example may be associated with multiple labels simultaneously. Examples in the neuroimaging literature include decoding cognitive concepts or automatic labeling of experimental paradigms. Label correlations are of great concern in multilabel classification. For instance, the cognitive processes of vision and working memory may often be observed together, while the cognitive processes of vision and audition may be unlikely to occur simultaneously. Such positive or negative correlations are expected to affect the performance of a multilabel classifier.

I will consider popular performance metrics for multilabel classification, and show that they measure one of two extremes. On one hand, (micro/macro/instance) averaged binary multilabel metrics e.g. micro-averaged F-measure are agnostic to label correlations, so any effect of modeling label correlations on performance is indirect e.g. via implicit regularization. On the other hand, the subset zero-one loss measures all orders of label correlations, but is computationally infeasible to optimize directly for problem sizes of interest. I will propose an a family of performance metrics that interpolate between binary accuracy and subset accuracy, both in terms of computational complexity and measurement of label correlations.

This is joint work with Nagarajan Natarajan, Pradeep Ravikumar, Inderjit Dhillon and Russel Poldrack.

